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Abstract. Hybrid random fields are a recently proposed graphical model for pseudo-likelihood estimation in discrete domains. In this paper, we develop a continuous version of the model for nonparametric density estimation. To this aim, Nadaraya-Watson kernel estimators are used to model the local conditional densities within hybrid random fields. First, we introduce a heuristic algorithm for tuning the kernel bandwidth in the conditional density estimators. Second, we propose a novel method for initializing the structure learning algorithm originally employed for hybrid random fields, which was meant instead for discrete variables. In order to test the accuracy of the proposed technique, we use a number of synthetic pattern classification benchmarks, generated from random distributions featuring nonlinear correlations between the variables. As compared to state-of-the-art nonparametric and semiparametric learning techniques for probabilistic graphical models, kernel-based hybrid random fields regularly outperform each considered alternative in terms of recognition accuracy, while preserving the scalability properties (with respect to the number of variables) that originally motivated their introduction.

1 INTRODUCTION

In continuous domains, learning probabilistic graphical models from data is much more challenging than in discrete domains. While the multinomial distribution is a generally adequate choice for estimating conditional probabilities in discrete event spaces, choosing a suitable kind of estimator for (continuous) conditional density functions requires to make a decision as to whether to assume that the form of the modeled density is known (e.g., normal), which leads to parametric techniques, or to relax the parametric assumption, which leads to nonparametric techniques [4]. The parametric assumption is often limiting, because in real-world applications the true form of the density function is rarely known a priori. On the other hand, nonparametric techniques only make a much weaker assumption concerning the smoothness of the density function.

While a lot of research has been devoted to parametric graphical models in the machine learning community [19, 3], only a few efforts have been devoted to nonparametric (or semiparametric) models [11, 12, 1, 17, 16]. We introduce a nonparametric version of hybrid random fields (HRFs), which have been recently proposed for scalable pseudo-likelihood estimation in discrete domains [6, 7]. The model developed in this paper exploits kernel-based conditional density estimators. In Sec. 2 we review the basic concepts related to HRFs. Parameter and structure learning are addressed in Sec. 3 and Sec. 4 respectively, while Sec. 5 relates our work to some recent proposals. In Sec. 6, we provide an experimental evaluation of the prediction accuracy and computation time of kernel-based HRFs (KHRFs) on a number of pattern classification tasks, comparing our learning technique to other nonparametric, semiparametric, and parametric learning methods for graphical models. Finally, in Sec. 7 we summarize the main results of the presented work and we outline some directions for future research.

2 HYBRID RANDOM FIELDS

HRFs are defined as follows [6, 7]:

Definition 1. Let $X$ be a set of random variables $X_1, \ldots, X_d$. A hybrid random field for $X_1, \ldots, X_d$ is a set of Bayesian networks $BN_1, \ldots, BN_d$ (with graphs $G_1, \ldots, G_d$) such that:

i. Each $BN_i$ contains $X_i$ plus a subset $R(X_i)$ of $X \setminus \{X_i\}$;

ii. For each $X_i$, $p(X_i|X \setminus \{X_i\}) = p(X_i|MB_i(X_i))$, where $MB_i(X_i)$ is the set containing the parents, the children, and the parents of the children of $X_i$ in $G_i$.

The set $MB_i(X_i)$ is a Markov blanket (MB) of $X_i$ within $BN_i$ [21]. The elements of $R(X_i)$ (i.e., all nodes appearing in graph $G_i$ except $X_i$ itself) are called ‘relatives of $X_i’$. Condition ii in Definition 1 (the so-called ‘modularity property’) entails that $MB_i(X_i)$ is a MB of $X_i$ in $X$.

HRFs provide a direct way of computing the pseudo-likelihood $p^*(x)$ of a given state $x$ of the variables in $X$ [2]:

$$p^*(X = x) = \prod_{i=1}^d p(X_i = x_i|MB_i(X_i) = mb_i(X_i)) \quad (1)$$

where $mb_i(X_i)$ is the state of $MB_i(X_i)$. Gibbs sampling techniques [9] need to be used when we want to extract a strict joint probability from a HRF.

It is known that the class of joint probability distributions representable by Bayesian networks (BNs) is strictly included in the class of pseudo-likelihood distributions representable by HRFs [7]. Since the theorems establishing this result do not rely on the assumption that the involved random variables are discrete, the result holds for continuous as well as for discrete event spaces.

3 PARAMETER LEARNING

In continuous HRFs, parameter learning consists in estimating the conditional density $p(X_i|MB_i(X_i))$, for each node $X_i$ belonging to the HRF. As for (unconditional) probability density function estimation, conditional density estimation can be addressed by either parametric or nonparametric techniques. In order to make the model
as widely applicable as possible (in particular to estimation tasks where no domain knowledge is available), we learn the parameters of continuous HRFs using a (kernel-based) nonparametric technique. Kernel-based conditional density estimation is addressed in Sec. 3.1, while in Sec. 3.2 we propose a data-driven bandwidth selection technique.

3.1 Kernel-based conditional density estimation

In order to estimate the conditional density \( p(y|x) \), where \( y \) is the value of a random variable \( Y \) and \( x \) is the value of a random vector \( X \), we use the Nadaraya-Watson (NW) estimator [18, 25, 23]. Suppose we are given a dataset \( D = \{(x_1, y_1), \ldots, (x_n, y_n)\} \). Then, the estimator takes the following form:

\[
\hat{p}(y|x) = \frac{\sum_{i=1}^{n} K_{h}(y - y_i)K_{h}(x - x_i)}{\sum_{i=1}^{n} K_{h}(x - x_i)}
\]

In Eq. 2, each function \( K_{h} \) is defined as follows:

\[
K_{h}(u) = \frac{1}{h^d} K\left(\frac{\|u\|}{h}\right)
\]

where \( K \) is a kernel function, \( h \) is the bandwidth (or window width), i.e. a parameter determining the width of the kernel function, and \( d \) is the dimensionality of \( u \). Our choice for \( K \) is the Epanechnikov kernel [5]:

\[
K(x) = \frac{3}{4}(1-x^2)1_{\{|x| \leq 1\}}
\]

where

\[
1_{\{|x| \leq 1\}} = \begin{cases} 
1 & \text{if } |x| \leq 1 \\
0 & \text{otherwise}
\end{cases}
\]

We use the Epanechnikov kernel not only because it is known to be asymptotically optimal, but also because it offers a significant computational advantage (at least in the presence of large datasets) with respect to other optimal functions such as the Gaussian kernel [24].

3.2 Bandwidth selection

In order for the NW estimator to deliver accurate predictions, it is crucial to choose suitable values for the bandwidths \( h_1 \) and \( h_2 \). Our strategy for dealing with this task is based on the idea of finding the bandwidth values that maximize the cross-validated log-likelihood (CVLL) of the estimator with respect to dataset \( D \) [24, 13]. CVLL can be defined as follows:

\[
CVLL(h_1, h_2) = \frac{1}{n} \sum_{i=1}^{n} \log(\hat{p}^{-i}(y_i|x_i)\hat{p}^{-i}(x_i))
\]

where

\[
\hat{p}^{-i}(y_i|x_i) = \frac{\sum_{j \neq i} K_{h_1}(y_i - y_j)K_{h_2}(x_i - x_j)}{\sum_{j \neq i} K_{h_2}(x_i - x_j)}
\]

and

\[
\hat{p}^{-i}(x_i) = \frac{1}{n-1} \sum_{j \neq i} K_{h_2}(x_i - x_j)
\]

Simplifying Eq. 6, we get:

\[
CVLL(h_1, h_2) = \left(\frac{1}{n} \sum_{i=1}^{n} \log \sum_{j \neq i} K_{h_1}(y_i - y_j)K_{h_2}(x_i - x_j)\right) - \log(n - 1)
\]

The algorithm that we develop in order to maximize \( CVLL(h_1, h_2) \) performs a double dichotomic search in a space of possible bandwidth pairs. Two ranges of values \((0, h_{max_1})\) and \((0, h_{max_2})\) are simultaneously explored by evaluating subregions of the intervals (according to the CVLL metric) and then narrowing down the search to smaller intervals in an iterative way. An iteration of the algorithm begins by splitting each interval \((0, h_{max})\) in two (equally large) regions \( H_{1_1} \) and \( H_{1_2} \). Then, each pair \((H_{i_1}, H_{j_2})\) such that \( i, j \in \{1, 2\} \) is evaluated by choosing the median of each region as the value of the corresponding bandwidth. Finally, the pair of regions that maximizes the CVLL is selected as pair of (narrower) intervals for the following iteration. The algorithm returns the highest-scoring pair \((h_1, h_2)\) found during the search. Pseudocode for the described technique is provided by Algorithm 1.

\begin{algorithm}
\caption{Bandwidth selection by double dichotomic search}
\begin{algorithmic}
\State \textbf{Input:} Limit points \( h_{max_1}, h_{max_2} \); number \( s \) of iterations; dataset \( D \).
\State \textbf{Output:} Bandwidth pair \((h_1, h_2)\).
\end{algorithmic}
\end{algorithm}

Clearly, the complexity of computing the CVLL function is quadratic in the number of data points. This can be a serious limitation when dealing with very large datasets. However, a promising way of overcoming this issue is proposed in [13] based on dual-tree recursion [10]. Although the idea goes beyond the scope of the present work, we notice that incorporating the dual-tree fast approximation to the CVLL metric into the framework of kernel-based HRFs would be straightforward.

4 STRUCTURE LEARNING

Structure learning in HRFs consists of learning, for each variable \( X_i \), which variables belong to \( MB_i(X_i) \). This reduces to learning what other variables appear in \( BN_i \), and in particular what edges are contained in \( G_i \). Markov Blanket Merging (MBM) is the first structure learning algorithm that has been proposed thus far for HRFs [6, 7]. As compared to state-of-the-art learning algorithms for BNs and Markov random fields (MRFs), the main selling point of MBM is
a dramatic reduction of the computational cost of structure learning. MBM tries to maximize the model pseudo-likelihood given a dataset \( D \). To this aim, it starts from an initial assignment of relatives to the model variables, then it learns the local BNs and it iteratively refines the assignment in order to come up with MBs that increase the pseudo-likelihood with respect to previous assignments. The algorithm stops when no further refinement of the MBs increases the model pseudo-likelihood. Although the original version of MBM is designed for learning discrete HRFs, it can be used with little modification to learn continuous HRFs. Secs. 4.1–4.3 describe the way we modify MBM in order to adapt it to KHRFs.

### 4.1 Model initialization

One part of the algorithm that needs to be modified in a suitable way is the model initialization technique. In discrete HRFs, MBM produces an initial assignment by choosing an initial size \( k \) of the set of relatives, and then by selecting as relatives of each \( X_i \) the \( k \) variables that display the highest statistical dependence with respect to \( X_i \), where the strength of the correlation is measured by the value of the \( \chi^2 \) statistic. Since the \( \chi^2 \) statistic naturally applies to discrete variables only, what we need is a way of measuring correlation for pairs of continuous variables in a direct way (i.e. without having to discretize the variables before applying the test).

Our choice is to measure the statistical correlation for any pair of continuous variables by the value of the correlation ratio [14] for that pair. Consider two random variables \( X_i \) and \( X_j \) that have been observed \( n \) times within a dataset \( D \). Moreover, define \( \hat{\mu}_i \), \( \hat{\mu}_j \), and \( \hat{\mu} \) in the following way:

\[
\hat{\mu}_i = \frac{1}{n} \sum_{k=1}^{n} x_{i_k} \tag{10}
\]

\[
\hat{\mu}_j = \frac{1}{n} \sum_{k=1}^{n} x_{j_k} \tag{11}
\]

\[
\hat{\mu} = \frac{1}{2} (\hat{\mu}_i + \hat{\mu}_j) \tag{12}
\]

where \( x_{i_k} \) and \( x_{j_k} \) denote the values of the \( k \)-th observation of \( x_i \) and \( x_j \) in \( D \). Then, the correlation ratio statistic \( \eta \) for the pair \((X_i, X_j)\) can be computed as follows:

\[
\eta(X_i, X_j) = \sqrt{\frac{n(\hat{\mu}_i - \hat{\mu})^2 + n(\hat{\mu}_j - \hat{\mu})^2}{\sum_{k=1}^{n} (x_{i_k} - \hat{\mu})^2 + (x_{j_k} - \hat{\mu})^2}} \tag{13}
\]

The correlation ratio is such that \( 0 \leq \eta \leq 1 \), where lower values correspond to stronger degrees of correlation, while higher values mean weaker correlation. The reason for using the correlation ratio statistic is that it is a fairly general dependence test, capable of detecting not only linear dependencies but also non-linear ones. On the other hand, more standard dependence tests such as the correlation coefficient [15] can only capture linear dependencies, for example when the distribution is multivariate normal. Therefore, correlation ratio is a suitable choice for the initialization of MBM, given that our goal is to estimate densities without making assumptions on the nature of the modeled dependencies.

### 4.2 Local structure learning

In the BNs composing our nonparametric HRFs, the conditional density of each node given its parents is modeled by using NW estimators (as described in Sec. 3). For root nodes, the NW estimator clearly reduces to a standard (unconditional) Parzen window model [20]. An important point in MBM that needs to be addressed in a different way when dealing with continuous domains is the scoring function used to evaluate the structure of the local BNs. While the original version of MBM uses a heuristic function based on the minimum description length principle [6, 7], a natural evaluation function for kernel-based graphical models is the model CVLL with respect to the training dataset \( D \) [11, 12]. For a BN with graph \( G \) and nodes \( X_1, \ldots, X_d \), if \( D = \{x_1, \ldots, x_n\} \) and each \( x_j \) is a vector \((x_{1j}, \ldots, x_{dj})\), the structure \( G \) is scored as follows:

\[
CVLL(G) = \sum_{j=1}^{d} \sum_{i=1}^{n} \log \hat{p}^{-1}(x_{ij} | pa_j(X_i)) \tag{14}
\]

where \( pa_j(X_i) \) is the state of the parents of \( X_i \) in \( x_j \). Clearly, a CVLL-based strategy is much less prone to overfitting than a straight maximum-likelihood approach. The CVLL function is maximized (up to a local optimum) by heuristic search in the space of \( d \)-dimensional BN structures. To this aim, we use the greedy hill-climbing algorithm described in [6, 7].

### 4.3 Global structure learning

The last correction we introduce in the MBM algorithm concerns the evaluation function that we apply to the global structure of the HRF. Rather than maximizing straightly the model pseudo-likelihood with respect to the dataset, we optimize instead a cross-validated version of that function, consistently with the choices we made also for bandwidth selection and local structure learning. For a dataset \( D \) containing \( n \) \( d \)-dimensional patterns and a HRF with graphs \( G_1, \ldots, G_d \), the cross-validated pseudo-log-likelihood (CVLL*) measure, denoted by \( CVLL^*(G_1, \ldots, G_d) \), is defined by the following equation:

\[
CVLL^*(G_1, \ldots, G_d) = \sum_{j=1}^{d} \sum_{i=1}^{n} \log \hat{p}^{-1}(x_{ij} | mb_j(X_i)) \tag{15}
\]

where \( mb_j(X_i) \) is the state of the MB of \( X_i \) in pattern \( x_j \).

### 5 RELATED WORK

In directed and undirected graphical models, nonparametric conditional density estimators (based on Parzen windows) are used for the first time in [11, 12]. With respect to these models, in continuous HRFs we not only exploit double-kernel estimators (instead of single-kernel Parzen windows), but we also automate the task of bandwidth selection. A nonparametric technique for learning the structure of continuous BNs is also developed in [17]. However, that method is only aimed at inferring the conditional independencies from data, rather than at learning the overall density function. A semiparametric technique for learning undirected graphs, leading to so-called ‘nonparanormal’ MRFs (NPMRFs), is proposed in [16]. The nonparanormal approach consists in transforming the original data points (which are not assumed to satisfy any given distributional form) by mapping them onto a different set of points, which are assumed to follow a multivariate normal distribution. The graph is then estimated from the transformed dataset using the graphical lasso algorithm [8], which is both computationally efficient and theoretically sound for Gaussian distributions [22]. The idea of mapping the original dataset into a feature space where data are assumed to be normally distributed is also exploited in [1].
6 EXPERIMENTAL EVALUATION

The aim of this section is to evaluate the accuracy of KHRFs at modeling (multivariate) densities featuring nonlinear dependencies between the variables plus random noise (distributed in heterogeneous ways). To this aim, we sample a number of datasets from synthetic distributions, where the distributions are randomly generated in such a way as to make it unlikely that any particular parametric assumption may be satisfied. We then exploit the produced data for pattern classification, comparing the performance of our model to other probabilistic techniques. The data generation process is described in Sec. 6.1, while Sec. 6.2 illustrates the results of the experiments. Both the software implementation and the datasets exploited for the evaluation are publicly available at http://**,**,**,**,**/**.

6.1 Random data generation

In order to generate datasets featuring nonlinear correlations between the variables, we exploit the idea of defining a random distribution based on a (randomly generated) directed acyclic graph (DAG), where each node corresponds to a random variable and each arc corresponds to a dependence of the child on the parent. Therefore, the data generation process is made up of three stages: first, we generate a random DAG with a specified number of nodes; second, we generate a random distribution from a specified DAG; third, we generate a random dataset from a specified (DAG-shaped) distribution.

6.1.1 Directed acyclic graph generation

Given a number \( d \) of nodes and a parameter \( p_{\text{max}} \) specifying the maximum number of parents allowed for each node, we generate a random DAG using Algorithm 2. We start by ordering the nodes from \( X_1 \) to \( X_d \). Then, for each \( X_i \), we randomly select \( p \) nodes from the set \( \{X_1, \ldots, X_{i-1}\} \) (where \( p \) is a random integer in the interval \([0, \min\{i-1, p_{\text{max}}\}]\)), and for each selected node \( X_j \) we introduce an edge from \( X_j \) to \( X_i \). The resulting pair \( (V, E) \), where \( V \) is the set of vertices and \( E \) is the set of edges, is returned as output.

Algorithm 2 Random DAG generation

**Input:** Number \( d \) of nodes; integer \( p_{\text{max}} \).

**Output:** DAG \( G = (V, E) \).

1. \( V = \{X_1, \ldots, X_d\} \)
2. \( E = \emptyset \)
3. \( p = \) random integer in \([0, \min\{i-1, p_{\text{max}}\}]\)
4. \( P = \emptyset \)
5. while\( (|P| < p) \)
6. \( j = \) random integer in \([1, i-1]\)
7. \( P = P \cup \{(X_j, X_i)\} \)
8. \( E = E \cup P \)
9. return \( (V, E) \)

6.1.2 Distribution generation

Algorithm 3 generates a random distribution from a DAG \( G = (V, E) \). The idea is that each edge \( (X_i, X_j) \) in the DAG represents a dependence of \( X_j \) on \( X_i \), where the dependence is determined by a polynomial function of third degree \( f_{ij}(x) = a_i^j x^3 + a_i^j x^2 + a_i^j x + a_i^j \). The coefficients of each polynomial are selected randomly in the interval \([-a_{\text{max}}, a_{\text{max}}]\). Moreover, each node \( X_i \) is assigned a beta density function \( \text{beta}_i(x) \), defined as follows (for \( a < x < b \)):

\[
\text{beta}_i(x) = \frac{\Gamma(\alpha_i + \beta_i)}{\Gamma(\alpha_i)\Gamma(\beta_i)(b-a)^{\alpha_i-1}(b-x)^{\beta_i-1}}
\]

where

\[
\Gamma(x) = \int_0^\infty t^{x-1}e^{-t} dt
\]

The idea is that the values observed for variable \( X_i \) are subject to random noise, where the noise is distributed over the interval \((a, b)\) according to a beta density with parameters \( \alpha_i \) and \( \beta_i \). For each \( \text{beta}_i(x) \), the parameters \( \alpha_i \) and \( \beta_i \) are randomly chosen in the intervals \([0, \alpha_{\text{max}}]\) and \([0, \beta_{\text{max}}]\) respectively, whereas \( a \) and \( b \) remain constant. Given the polynomials and the beta densities, the value of each \( X_i \) results from a linear combination of the related polynomial functions plus (beta-distributed) random noise. The output of Algorithm 3 is a pair \( (F_V, F_E) \) such that \( F_V = \{\text{beta}_i(x) : X_i \in V\} \) and \( F_E = \{f_{ij}(x) : (X_j, X_i) \in E\} \).

Algorithm 3 Random distribution generation with DAG-shaped polynomial dependencies and beta-distributed noise

**Input:** DAG \( G = (V, E) \); positive real numbers \( \alpha_{\text{max}}, \beta_{\text{max}}, a_{\text{max}}, a_{\text{max}} \); real numbers \( a, b \) such that \( a < b \).

**Output:** DAG-shaped distribution \( D_G = (F_V, F_E) \).

1. \( F_V = \emptyset \)
2. for\( (i = 1 \) to \( |V|) \)
3. \( \alpha_i = \) random real in \([0, \alpha_{\text{max}}]\)
4. \( \beta_i = \) random real in \([0, \beta_{\text{max}}]\)
5. \( \text{beta}_i(x) = \text{beta}_i(x; \alpha_i, \beta_i, a, b) \)
6. \( F_V = F_V \cup \{\text{beta}_i(x)\} \)
7. \( F_E = \emptyset \)
8. for\( ((X_i, X_j) \in E) \)
9. \( \text{for}(k = 1 \) to \( 4) \)
10. \( a_i^k = \) random real in \([-a_{\text{max}}, a_{\text{max}}]\)
11. \( f_{ij}(x) = f(x; a_i^1, \ldots, a_i^4) \)
12. \( F_E = F_E \cup \{f_{ij}(x)\} \)
13. return \( (F_V, F_E) \)

6.1.3 Dataset generation

Given a distribution \( D_G = (F_V, F_E) \) organized in a DAG \( G = (V, E) \). Algorithm 4 generates patterns that are independent and identically distributed according to \( D_G \). In order to produce a pattern \( x_1, \ldots, x_d \), the algorithm determines the value of each variable \( X_i \) by first computing \( \sum f_{ij}(x) \in F_E f_{ij}(x) \), and then by adding to that sum a random value sampled from the density \( \text{beta}_i(x) \), so as to introduce some noise. The ancestral ordering of the nodes \( X_1, \ldots, X_d \) in \( V \) is followed so as to ensure that the argument of each function \( f_{ij}(x) \) has already been determined before computing the value of node \( X_i \).

If one needs to generate data that are partitioned into several classes \( \omega_1, \ldots, \omega_i \) (e.g. for the purposes of pattern classification), the algorithm generates data for each \( \omega_i \) (where \( i > 1 \)) by deriving first a corresponding distribution \( D_{G_1} \) from \( D_{G_{i-1}} \) in the following way. For each polynomial \( f_{ij}(x) \) in \( F_{E_{i-1}} \), the coefficients
We compare the performance of KHRFs to kernel-based BNs (KBNs), kernel-based MRFs (KMRFs), NPMRFs, and Gaussian MRFs (GMRFs). In kernel-based BNs and MRFs we estimate conditional densities in the same way as in KHRFs, while the model structure is learned using the algorithms proposed in [11] and [12] respectively. For the purposes of bandwidth selection, we always perform two iterations of Algorithm 1, whereas the limit points \( h_{max1} \) and \( h_{max2} \) are set differently for BNs, MRFs, and HRFs, based on preliminary validation on separate datasets. In particular, the used values are \( h_{max1} = 2 \) and \( h_{max2} = 1 \) for BNs, \( h_{max1} = 1 \) and \( h_{max2} = 2 \) for KMRFs, and \( h_{max1} = 0.05 \) and \( h_{max2} = 0.5 \) for KHRFs. Structure learning in GMRFs and NPMRFs is performed as described in [8] and [16], using the graphical lasso technique, and conditional densities are then estimated within the resulting structures using Gaussian and nonparanormal conditional models respectively. To the best of our knowledge, the learning algorithms considered for KBNs, KMRFs, and NPMRFs are the state of the art in the literature on (continuous) nonparametric and semiparametric graphical models. On the other hand, GMRFs provide an authoritative term of comparison for evaluating the effect of relaxing the parametric assumption in density estimation.

In order to exploit the models for pattern classification, we partition the training data \( D \) for each task in two subsets \( D_1 \) and \( D_2 \), such that all patterns in \( D_1 \) belong to class \( \omega_1 \). For each model, we learn two class-specific versions, training each version on the respective dataset. Patterns in the test set are then classified as follows. For each class \( \omega_i \), we compute the posterior probability \( P(\omega_i|x) \) that a pattern \( x \) belongs to class \( \omega_i \):

\[
P(\omega_i|x) = \frac{p(x|\omega_i)P(\omega_i)}{p(x)}
\]

where \( p(x|\omega_i) \) is the (pseudo-)likelihood of the model learned for class \( \omega_i \) given \( x \), \( P(\omega_i) \) is the prior probability of class \( \omega_i \) (estimated as \( \frac{|D_i|}{|D|} \)), and \( p(x) = \sum \ p(x|\omega_j)P(\omega_j) \). Given the posterior probability of each class, we attach to \( x \) the label with the highest probability, based on a maximum a posteriori strategy. The results of the experiments are reported in Table 1, where values are averaged by 5-fold cross-validation. For each model, we measure both recognition accuracy and training time (per class), where time was measured (in seconds) on a 2.34 GHz CPU.

Table 1 lends itself to the following interpretation. First, KHRFs are far more accurate than the other models in terms of recognition rate. At the same time, learning KHRFs is much less expensive than learning kernel-based BNs and MRFs. Second, GMRFs and NPMRFs are the most efficient models from the computational point of view, although their advantage over KHRFs against the growth of the number of variables is not as significant as the advantage of GMRFs, NPMRFs, and KHRFs over KBNs and KMRFs. Third, models using kernel estimators are more accurate overall than their parametric and semiparametric alternatives. In fact, the recognition accuracy of GMRFs and NPMRFs does not exceed 60% (on average) in six experiments out of eleven, while the accuracy of kernel-based models is more stable in this respect. The relatively low accuracy of GMRFs in most of the experiments, together with the fact that the improvement of NPMRFs over GMRFs is not as stable as one may wish, confirms that the distributions generating the datasets violate the parametric and semiparametric assumptions to a significant extent. Therefore, the considered experimental setting provides evidence not only that kernel-based graphical models are a very reasonable choice when no prior knowledge is available concerning the form of the distribution to be estimated, but also that KHRFs are the most promising option.
be useful to evaluate the prediction accuracy of KHRFs not only on benchmarks captures a fairly general class of distributions, it would multiplication.

Acknowledgements will be included in case of acceptance for publications.

7 CONCLUSIONS AND FUTURE WORK

The main contribution of this work was to show that a continuous version of the HRF model can be built out of Nadaraya-Watson estimators, with very promising experimental results in terms of prediction accuracy. At the same time, the scalability properties of MBM with respect to the number of variables are preserved by KHRFs. Since a serious limitation of kernel-based estimators is that they do not scale well with respect to the number of data points, one direction for future research is to investigate the behavior of KHRFs when a dual-tree fast approximation to the CVLL* metric is used for bandwidth selection, as suggested in Sec. 3.2. On the other hand, although we believe that the methodology we used for generating synthetic benchmarks captures a fairly general class of distributions, it would be useful to evaluate the prediction accuracy of KHRFs not only on different synthetic distributions, considering alternative dependence relationships and density functions, but also in real-world applications.
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